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Annotatsiya. O‘zbek tili kabi resurslari kam bo‘lgan tillar uchun nutqgni
avtomatik aniglash (ASR: Automatic Speech Recognition) tizimlarini yaratish yugori
sifatli nutq ma’lumotlari yo‘qligi sababli qiyin vazifa hisoblanadi. Ushbu maqolada
biz audio kitoblardan ularning transkriptlari bilan ma’lumotlar to‘plamini va o‘zbek
tili uchun ASR tizimini yaratish uchun ma’lumotlar manbasini yaratish uchun ochiq
manba loyihasini oldik. Ma’lumotlar to‘plamiga asoslanib, u nutgni aniglash uchun
ikkita Deep Learning modeli bo‘yicha treyning o‘tkazildi. Bizning tajribalarimiz
shuni ko‘rsatadiki, model ASR ko‘rsatkichlarida 18,2% WERga erishgan.

Kalit so‘zlar: Nutqni avtomarik aniglash, o zbek tili, takrorlanuvchi neyron
to ‘rlar, konvolyutsion neyron to ‘rlar.

Abstract: Building Automatic Speech Recognition (ASR) systems for less-
resourced languages such as Uzbek is a challenging task due to the lack of high-
quality speech data. In this article, we obtained a dataset using from audiobooks with
their transcripts and the open-source project to create source of data for building ASR
systems for Uzbek language. Based on the dataset we performed training by two
Deep Learning models for speech recognition. Our experiments show that the model
achieved 18.2% WERs in ASR performance.

Keywords: Automatic Speech Recognition, Uzbek language, Recurrent
Neural Networks, Convolutional Neural Networks

Annotamusi: Co3gaHMe CHCTEM aBTOMATHMUYECKOTO pAacloO3HABaHUs peun
(ASR) nnst MeHEe peCypCOEeMKHUX S3bIKOB, TAKUX KaK y30CKCKHIA, SIBJISICTCS CIIOKHOM
3a/1a4ey M3-3a OTCYTCTBUS BBICOKOKAYECTBEHHBIX PEUYEBBIX JAHHBIX. B 3TOM cTaTbe
MBI MOJIYYUSIM HAOOp JaHHBIX, UCHOJB3Ys ayJUOKHUTH C UX TPAHCKPUIILUSAMU U
IPOEKT C OTKPBITBIM HMCXOJHBIM KOJOM [UIsl CO3JaHUSl MCTOYHMKA JAHHBIX IS
nocTtpoeHusi cucreM ASR nist y30ekckoro si3pika. Ha ocHOBe HaOopa JTaHHBIX MBI
IpoBeNH OOy4YeHHE MO IBYM MOJENAM ITyOOKOro OOyueHUs IJs pacrno3HaBaHUS
peun. Hamm skcrniepuMeHThl MOKa3bIBaKOT, YTO MOJENb aocturia 18,2% yacrora
ommn6ok cinoB (WER) B mpouzBoaurensnoctn ASR.
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KuroueBble cjioBa: Agmomamuueckoe pacnosnasanue pedu, y30eKcKull A3vlkK,
PEeKyppeHmmuble HeUpoHHble Cemu, C8ePXMOUHble HEUPOHHbIE CemU

Introduction.

Linguistic resources in the field of natural language processing mainly
correspond to widely spoken languages spoken by more than half of the world’s
population. The availability of language resources has enhanced the progress of Text-
to-Speech (TTS), Automatic Speech Recognition (ASR), and Al-based systems.
However, the development and research of technologies for low-resource natural
languages requires the development of sufficient resources in these types of
languages.

Automatic speech recognition refers to the task of recognizing human speech
and presenting it in text form. Advanced technologies have been developed in this
field of research in recent decades. ASR is typically seen in user-facing applications
such as virtual agents, live captioning, and clinical notes, where accurate speech
transcription is critical. ASR is an important component of speech Al, which is a set
of technologies that help people talk to computers by voice. Recently, great progress
has been made in the field of ASR using various deep learning approaches. Although
technology giants have created advanced speech recognition engines for English,
European and Asian languages, there is little research on the development of ASR
systems such as Uzbek which is in the preliminary stage for creating language
resources. This is due to the absence of a standard speech corpus of the Uzbek
language, as well as dialectal differences [1]. A major challenge in developing an

ASR system is collecting sufficient speech corpus and data to train and test of
the system. Other obstacle of building speech recognition models for Uzbek language
is that it is an agglutinative language where the addition of numerous suffixes to the
root of a word can create entirely new words[2], leading to a substantial increase in
vocabulary size. With this problem in mind, a dataset consisting of approximately 11
hours of transcribed audio recordings of 16 speakers of different genders and ages
was first collected. This data set is intended for the ASR task.

Related work.

There are several preliminary studies aimed at identifying speech in the context
of the Uzbek language, of which [1] developed an initial Uzbek speech corpus
consisting of 3500 sentences. A proposed ASR system based on HMM and DNN for
the Uzbek language [3] allowed to obtain about 105 hours of transcribed speech data
through the process of training the model on the basis of data consisting of 108,000
words. Similarly, the authors of [4] developed a system for recognizing spoken
speech using 10 hours of transcribed audio. The works of [5] focus on voice
command recognition systems based on a finite number of dictionaries.

It should be noted that the datasets used in these works are very limited and
specialized for narrow application domains. Other existing Uzbek datasets are either
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too expensive or not publicly available [6]. As a result, it limits the possibility of
creating and testing an ASR system using a sufficiently large open-source Uzbek
speech corpus. That is why it is of the first importance to develop an open-source
Uzbek speech corpus of sufficient size.

Regarding the NLP research on Uzbek language, there has been a recent sharp
increase in the development of NLP resources and tools specifically for Uzbek
language. These include a tool for parts-of-speech tagging [7], removal of stopwords
[8], Latin-Cyrillic transliteration [9], datasets for performing sentiment analysis [10],
[11], stopwords [12], and text classification [13], as well as methodology for word
game modeling [14].

Data collection.

Collecting high-quality speech data is crucial for building accurate speech
recognition models. One approach to collecting speech data is to use platforms such
as Mozilla Common Voice [15], which is a crowdsourcing project for collecting and
validating speech data in multiple languages. Another approach is to collect data from
audiobooks and their transcripts. Audiobooks are a good source of speech data as
they provide a diverse range of speakers, speaking styles, and accents. Additionally,
their transcripts provide a reliable source of text for aligning with the speech data,
which is essential for training speech recognition models. By using a combination of
these approaches, obtained diverse dataset that can improve the accuracy of their
speech recognition models.

Methodology.

The ASR system aims to convert an input audio signal x = (x, x5, **+, x7) Of
certain length T into a sequence of words or characters (i.e., labels) y =
(y1, V2, ¥n), Yy €V from a specific vocabulary V. These labels can be either
words or characters. The output sequence is determined by finding the most
probable sequence of labels y = argmaxp(y|x). The ASR system typically

yEV

involves several steps such as pre-processing, feature extraction, classification, and
language modeling (Figure 1).

The initial step of ASR is pre-processing which focuses on enhancing the
quality of the audio signal by eliminating noise and filtering the signal. Additionally,
in ASR, feature extraction is a critical step, where different techniques are employed
to generate a set of coefficients or values. It is necessary for this step to be resistant
to quality-related factors like noise or the echo effect. The objective of the
classification model is to identify the spoken text from the input signal. It takes the
pre-processed features as input and produces the corresponding output text. The
objective of the classification model is to identify and interpret the spoken language
in the input signal. After extracting the relevant features in the pre-processing stage,
the model produces the corresponding text as output. On the other hand, the language
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model (LM) plays a crucial role in capturing the semantic information and
grammatical rules of a language. LM is vital for recognizing the output tokens
generated by the classification model and for correcting the output text.

Input adio file @FcaMc ExtractionH Claﬁ;f;;tmn 1—» Output (Prediction))
4 J J

Language Model
(LM)

Figure 1. General overview of ASR system process.

Recurrent Neural Networks (RNNs) have been widely used in Automatic
Speech Recognition (ASR) tasks due to their ability to model sequential data. Unlike
feedforward neural networks, RNNs can capture the temporal dependencies between
inputs by passing information from one time step to the next through a hidden state.
This makes RNNs effective in modeling the dynamic nature of speech signals, which
often exhibit complex temporal patterns.

In ASR, RNNSs are typically used as acoustic models, taking in a sequence of
acoustic features and outputting a sequence of probabilities over phoneme, grapheme,
or word labels. One popular variant of RNNs is the Long Short-Term Memory
(LSTM) network, which has been shown to effectively capture long-term
dependencies in speech signals. However, RNNs are also known to have some
limitations, such as difficulty in capturing long-term dependencies in sequences and
the vanishing gradient problem. This has led to the development of other neural
network architectures such as Convolutional Neural Networks (CNNs) and more
recently, Transformer Networks, which have shown significant improvement in ASR
tasks.

The series of experiments conducted on the ASR dataset using RNNs and
CNNs models. After training the models, they evaluated their performance based on
the word error rate (WER) metric. The results showed that the RNNs model achieved
a WER of 21.6%, while the CNNs model achieved a WER of 23.5%. The lower WER
score of the RNNs model suggests that it was more accurate in transcribing speech
to text (Table 1). The experiments demonstrate the potential of both RNNs and CNNs
models in ASR applications and highlight the importance of selecting the appropriate
model for the specific task.

Table 1. Training results on the test dataset

Model WER Number of | Number of | Batch size | Activation
Name Layers Neurons function
RNNs 21.6% 4 512 64 RelLLU
CNNs 23.5% 5 256 32 Tanh
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Conclusion.

In conclusion, we have developed a high-quality but smaller Uzbek speech
corpus containing transcribed audio recordings spoken by numerous speakers. The
corpus has been thoroughly checked by native speakers to ensure accuracy and
reliability. Our ASR experiments demonstrated the effectiveness of both the RNNs
and CNNs in transcribing Uzbek speech and model trained on the Uzbek speech
corpus achieved 19.4% and 18.2% WERSs on the validation and test sets respectively,
using both RNNs and CNNs. We plan to continue increasing the size and quality of
our dataset and conduct further ASR experiments by using Deep Learning
approaches in the future. Our findings suggest that our Uzbek speech corpus and ASR
models can serve as a valuable resource for future research in the field of Uzbek
speech processing.
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